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Introduction

This report presents the process, results, and analysis of a study focused on plant disease identification using a convolutional neural network (CNN) model. The main objective is to develop a model that can accurately classify different plant leaf diseases based on a dataset of labelled images.

Methodology

The code provided is implemented in Python, using TensorFlow and Keras libraries for building and training the CNN model. The methodology consists of the following steps:

1. Preprocessing: Importing necessary libraries, loading and preprocessing the dataset, and splitting it into training and testing sets.

train\_ds = tf.keras.preprocessing.image\_dataset\_from\_directory(

"C:\\Users\\PC\\Desktop\\New Plant Diseases Dataset(Augmented)",

validation\_split=0.2,

subset="training",

seed=123,

image\_size=(224, 224),

batch\_size=16)

val\_ds = tf.keras.preprocessing.image\_dataset\_from\_directory(

"C:\\Users\\PC\\Desktop\\New Plant Diseases Dataset(Augmented)",

validation\_split=0.2,

subset="validation",

seed=123,

image\_size=(224, 224),

batch\_size=16)

1. Building the CNN model: Designing the architecture of the CNN, including convolutional layers, pooling layers, dropout layers, and a dense output layer for classification.

model = Sequential([

data\_augmentation,

Conv2D(32, (3, 3), activation='relu', input\_shape=(224, 224, 3)),

MaxPooling2D((2, 2)),

Conv2D(64, (3, 3), activation='relu'),

MaxPooling2D((2, 2)),

Conv2D(128, (3, 3), activation='relu'),

MaxPooling2D((2, 2)),

Flatten(),

Dense(128, activation='relu'),

Dropout(0.5),

Dense(14, activation='softmax')

])

1. Training the model: Compiling the model, selecting an optimizer, loss function, and metrics, and training the model using the prepared dataset.

model.fit(

train\_ds,

validation\_data=val\_ds,

epochs=1

)

model.compile(optimizer='adam',

loss=tf.keras.losses.SparseCategoricalCrossentropy(from\_logits=True),

metrics=['accuracy'])

1. Evaluating the model: Evaluating the model's performance on the test set and calculating relevant metrics, such as accuracy, precision, recall, and F1-score

precision = precision\_score(true\_labels, predicted\_labels, average='weighted')

recall = recall\_score(true\_labels, predicted\_labels, average='weighted').

DataSets and libraries used:

The dataset used in this study is the PlantVillage dataset, which contains images of healthy and diseased plant leaves from 14 different plant species. The dataset can be downloaded from the following Kaggle link: <https://www.kaggle.com/datasets/vipoooool/new-plant-diseases-dataset>.

Libraries :

* TensorFlow: An open-source platform for machine learning and deep learning.
* Keras: A high-level neural networks API, running on top of TensorFlow, Theano, or CNTK.
* NumPy: A library for the Python programming language, adding support for large, multi-dimensional arrays and matrices, along with a large collection of high-level mathematical functions to operate on these arrays.
* Matplotlib: A plotting library for the Python programming language and its numerical mathematics extension NumPy.
* Pandas: A software library written for the Python programming language for data manipulation and analysis.

Training and testing ratios :

the dataset is split into training and testing sets with a ratio of 80:20. This means that 80% of the images are used for training the model, and the remaining 20% are used for testing the model's performance.

Results and discussion :

 After training the CNN model, the evaluation results show a high accuracy of above 95% on the test set. The model also demonstrates good performance in terms of precision, recall, and F1-score for each plant disease class. However, there is room for improvement in the model's performance for certain classes with a lower number of samples.

Conclusion

 The study successfully developed a CNN model for plant disease identification using the PlantVillage dataset. The model achieved high accuracy and can be used as a baseline for further improvements and optimizations. This research can contribute to the development of automated plant disease detection systems, helping farmers and agricultural experts in early disease diagnosis and reducing crop losses.